Speaker identification using cepstrum in Kannada language
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Abstract

Speaker identification in forensic cases involves careful estimation of the features that are more specific to speaker. The anatomical differences in vocal tract depict speaker related differences. Cepstrum has been investigated as a possible parameter for speaker identification. Fundamental frequency obtained from cepstral coefficients indirectly depicts the shape and size of vocal tract. In the present study quefrency and amplitude was extracted using cepstrum spectral analysis technique under various recording conditions. 30 normal males were selected. For reading intention, four paragraphs were selected having long vowels /a:/, /i:/ and /u:/ embedded in the words of the paragraphs of Kannada passage. To elicit spontaneous speech from the subjects, six Kannada words having long vowels in the medial position were considered. Subject’s speech and reading paragraphs were recorded in field conditions to suit realistic forensic situations. Using CSL-4500 software, cepstral coefficients quefrency and amplitude were extracted for the long vowels /a:/, /i:/ and /u:/. Extracted parameters were normalized and Euclidian distances between speakers were measured. The results indicated that the percent correct identification was above chance level for direct vs. direct and mobile vs. mobile recording (DS Vs. DS = 68%, MS Vs. MS = 64%, DR Vs. DR =75%, and MR Vs. MR = 62%). Results of 4-way repeated measures ANOVA revealed that significant difference between speakers on quefrency and interaction between speaking style, recording, set and vowels on quefrency. Results of paired t-test reveals the significant difference between direct and mobile recording for long vowels /a:/, /i:/ and /u:/ on quefrency.
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Introduction

Forensic Speaker identification is obtaining an expert opinion in the legal process as to whether speech recordings to be compared are of same person. Forensic speaker identification is to identify an unknown speaker whose voice has been recorded during the committing of a crime, for example a bomb threat, ransom demand, sexual abusement, child abusement, terrorist attack, hoax emergency call or drug deal. The expert compares the incriminating recording with suspect speech samples with a view to identify the perpetrator or eliminating the suspect. Speaker identification is deciding if a speaker belongs to group of known speaker population. Speaker verification is verifying the speaker from his previous recordings.

Speaker identification has been used in a variety of criminal cases, including murder, rape, extortion, drug smuggling, wagering-gambling investigations, political corruption, money-laundering, tax evasion, burglary, bomb threats, terrorist activities and organized crime activities. Forensic acoustic analysis also involves tape filtering and enhancement, tape authentication, gunshot acoustics, reconstruction of conversations and the analysis of any other questioned acoustic event.

There are three methods of speaker identification [1] - (a) speaker identification by listening (subjective
method), (b) speaker identification by visual examination (subjective method), and (c) speaker identification by machine (objective method). In the first method, the expert hears the voices and decides whether two voices belong to the same person or not. In the second method spectrograms of two speech samples are visually matched to identify a speaker. The third method can be semiautomatic or automatic. In semiautomatic methods, features of the voice signal are extracted and decision is made by the experimenter. In automatic methods, features as well as the final conclusion is made by the machine.

**Previous study**

For speaker identification, features used were pitch contour[2], first and second formant frequencies[2-7] higher formants [8], Fundamental frequency [9], Linear Prediction coefficients [10], Cepstral Coefficients & Mel Frequency Cepstral coefficients [11,12], Long term average spectrum [13] and Cepstrum [14,15] have been used in the past.

The word “Cepstrum” is an anagram (type of word play) of the word “Spectrum”. This word was first introduced by Bogert et al in 1963 to denote the data in frequency domain to time domain. New data set called quefrencies in units of seconds indicates the variations in the frequency spectrum. The cepstrum is a measure of the periodicity of a frequency response plot. Cepstral analysis performs deconvolution of the speech signal by use of FFT (Fast Fourier Transform) techniques. Deconvolution is a process of separation of signal from an impulse response that has been convolved with it [16]. The cepstrum is a common transform used to gain information from a person’s speech signal. It can be used to separate the excitation signal (which contains the words and the pitch) and the transfer function (which contains the voice quality). The cepstrum spectral analysis is a non invasive technique of extraction of pitch from voice signal. Pitch is reciprocal to the fundamental period of the vocal details of the speaker.

Cepstrum has been investigated as a possible parameter for speaker identification. Luck[15] reports 94 % verification accuracy for 10 subjects using same sentence in English Language and it is an automatic approach of speaker verification. In Atal’s [17] study, the speech data consisted of 60 utterances consisting of six repetitions of the same sentence spoken by 10 speakers. Among all the parameters investigated, the cepstrum was found to be the most effective providing an identification accuracy of 98 % for speech of 0.5 sec duration. However, this study was restricted to 0.5 sec duration material with only 10 subjects. Also, this was a text dependent method. An effort using text dependent method of telephonic speech for ten subjects was done by Furui [18] who obtained an error rate of 0.2% for 3 sec speech duration. Li & Wrench[14] investigated cepstrum in text independent speech in laboratory condition for 11 subjects and obtained identification accuracy of 69 % for 3 sec duration. Higgins & Wohlford [19] studied cepstrum for speaker population of 11 using text independent method in laboratory condition and obtained verification accuracy of 80% for 2.5sec speech. Che & Lin [20] reported identification accuracy of 94.44% for 2.5sec in text dependent method and office recordings for 138 speakers. The above mentioned studies include only automatic method and either speech or reading recorded directly on to the recorder. Jakkar [21] developed benchmark for speaker identification using cepstrum for speaker population of 20 in Hindi language (Jaipur dialect) and obtained identification accuracy of 88.33% for direct reading vs. direct reading , 81.67% for mobile reading vs. mobile reading and 78.3% for direct vs. mobile reading.

All these studies have used either speech or reading material and the number of participants is small except in Che & Lin [20] study. It is a well known fact in forensic that the two samples may not be reading or speech. One may be speech and the other may be reading. Therefore, it is necessary to examine if cepstrum provides high percent of identification if a speech sample is compared with reading sample. In this context the present study investigated speaker identification using cepstrum in Kannada language in field conditions. The aims of the study were multifold and as follows:

(a) To compare cepstrum in speech and reading sample.
(b) To compare cepstrum in direct and mobile recording.
(c) To derive a benchmarking for cepstrum.

**Materials and methods**

**Subjects**

Thirty males in the age range of 35-55 years
participated in the study. All the speakers knew to read and write Kannada language. None of the speakers had any complaints of speech and or hearing problems. All speakers were free from respiratory infections at the time of recording. Written consent was obtained prior to recording.

**Recording procedure**

Four paragraphs from a Kannada passage [22] and six Kannada words each having a long vowel (/a:/, /i:/, or /u:/) in the medial position formed the material. Table 1 shows six Kannada words used for eliciting speech among subjects. Paragraphs were used for reading and words were used to elicit spontaneous speech. Paragraphs and words were written on cards. The card bearing the material was displayed to each subject and voice was recorded simultaneously from mobile and digital recorder. To create realistic forensic situation the recordings were done at different environment at subject’s convenience and in noisy environment. Recordings were done in two conditions - direct and mobile phone. A digital tape recorder (Olympus voice recorder, WS-100) and two mobile phones (LG and Maxx company mobile, MX463) were used for recording. Digital tape recorder was kept at a distance of 10 cm from the mouth of the subject. Initially the subjects were instructed to receive the call made by the experimenter using the LG mobile phone. The experimenter used the Maxx company mobile (MX463) to make the call. DOCOMO network was used for both mobile phones. After the subject received the call they had to start reading the paragraphs in a natural manner. Following this they made at least two sentences using the 6 words visually presented to them. The reading and speech were recorded using the Maxx company mobile by the experimenter.

<table>
<thead>
<tr>
<th>Sl. NO.</th>
<th>Word with vowel</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>bha:rata</td>
</tr>
<tr>
<td>2)</td>
<td>ha:sana</td>
</tr>
<tr>
<td>3)</td>
<td>sri:rangapattana</td>
</tr>
<tr>
<td>4)</td>
<td>hale:bfi.d.u</td>
</tr>
<tr>
<td>5)</td>
<td>bengalu:ru</td>
</tr>
<tr>
<td>6)</td>
<td>maisu:ru</td>
</tr>
</tbody>
</table>

**Analyses**

The recorded reading and speech material from the mobile and digital recorder was transferred on the computer memory. The transferred digital data was converted to wave file format using Adobe Audition. The audio files were down sampled from 44 kHz to 8 kHz to suit the extraction of cepstrum. The digitized wave file format of the audio files of different speakers will be stored separately. Key words containing long vowels were verified for correct production. The steady state of the vowels was displayed as waveforms on the computer screen and cepstrum (quefrency and amplitude) was extracted at six points for each vowel using CSL-4500 (Kay Pentax, New Jersey). Figures 1, 2, 3, 4, 5 and 6 represent pitch extraction.

Cepstral coefficients extraction using CSL- 4500 software is mentioned below:

(i) The key words were displayed as waveform and wide band spectrogram.
(ii) The steady state portion of each vowel was selected from the spectrogram and displayed as waveform on the window A.
(iii) To obtain Fast Fourier Transform (FFT) for selected waveform of the vowel, FFT settings (Analysis size: 512 poiwnts, window weighting: Hamming, Pre emphasis : 1.0) were performed. Cursor was placed at the steady state portion of the selected vowel belonging to the key word and Fast Fourier Transform (FFT) was extracted on window B.
(iv) The spectrum of spectrum, i.e cepstrum of the Fast Fourier Transforms (FFT) on window B was extracted in window C and cepstral coefficients quefrency in ms (milliseconds) and amplitude in dB (Decibel) was noted.
Fig. 1 waveform for key word /ba:ri/ in direct reading.

Fig. 2 FFT for vowel /a:/ at cursor point in direct reading.

Fig. 3 cepstrum for vowel /a:/ in direct reading.
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**Fig. 4** Waveform for key word /ba:ri/ in mobile reading.

**Fig. 5** FFT for vowel /a:/ at cursor point in mobile reading.

**Fig. 6** Cepstrum for vowel /a:/ in mobile reading.
Results and Discussions

The results indicated that the benchmarking depended on the recording conditions, number of speakers and vowels. Percent correct identification was above chance level for DS vs. DS, DR vs. DR, MS vs. MS, MR vs. MR and DS vs. MS conditions. However, percent correct identification was below chance level across other conditions. Table 2 shows the percent correct identification of speakers across conditions. Figure 7 show correct identification based on Euclidean distance for DS vs. DS condition on long vowel /a:/, Figure 8 show incorrect identification based on Euclidean distance for DS vs. DS condition on long vowel /a:/ Figure 9 show percent of correct identification for vowels across conditions. Figure 10 show percent of correct identification for same and different recording conditions. Figure 11 show mean percent of correct identification for three long vowels in same and different recording conditions.

Statistical Analysis

Statistical analyses were done using commercially available SPSS 10.0 software. 4 –way repeated measure ANOVA was used to determine the significance difference between set (training and test), vowels (a:, i:, and u:), recording condition (direct and mobile) and speaking style (speech and reading). Further paired t-test was performed to find significant difference between conditions.

The results of 4 – way repeated measure ANOVA indicated significant differences between subjects on quefrency. {Training and test set: [F (29, 1) 9.288, p<0.00]; style: [F (29, 1) = 35.726, p<0.00]; vowel: [F (29, 2) = 8.502, p<0.00] }. Significant interaction between set * type * style [F (1, 29) = 13.013, p<0.00], style * vowel [F (2, 58) = 8.502, p<0.00], and set * type * style * vowel [F (2, 58) = 2.2012, p<0.00] was noticed. No significant difference within subjects was observed on amplitude. However, interaction between set * style [F (1, 29) = 7.759, p<0.00], set * vowel [F (2, 58) = 14.546, p<0.00], type * vowel [F (2, 58) = 6.202, p<0.00], set * type * vowel [F (2, 58) = 13.739, p<0.00], set * style * vowel [F (2, 58) = 6.417, p<0.00] and type *style * vowel [F (2, 58) = 9.870, p<0.00] was noticed.
Fig. 8 Incorrect identification for 5 subjects→ DS vs. DS

Fig. 9 Percent correct identification for vowels /a:/, /i:/ and /u:/ across conditions.

Fig. 10 Percent of correct identification for same and different recording conditions.
speakers and reported that the cepstrum was found to be the most effective parameter, providing an identification accuracy of 70% for speech 50 msec in duration, which increased to more than 98% for a duration of 0.5 sec. Using the same speech data, the verification accuracy was found to be approximately 83% for a duration of 50 msec, increasing to 98% for a duration of 1 sec. It is also not in consonance with the results of Doddington[23] who used six spectral/time matrices located within a test phrase in 50 "known" speakers and 70 "casual impostors" (including 20% female speakers in each session) and reported a rejection rates of 5% and 15%, Furui [18] who used the time pattern of both the fundamental frequency and log-area-ratio parameters and the other used several kinds of statistical features derived from them and reported an accuracy of 95%, and Jakkar [21] who reported 88.33% correct identification of vowels /a:/, /i:/ and /u:/ for five speakers for same and across conditions.

### Table 2

Mean Percent correct identification of vowels /a:/, /i:/ and /u:/ for five speakers for same and across conditions.

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>conditions</th>
<th>/a:/</th>
<th>/i:/</th>
<th>/u:/</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DS -- DS</td>
<td>67</td>
<td>64</td>
<td>74</td>
<td>68</td>
</tr>
<tr>
<td>2</td>
<td>MS -- MS</td>
<td>57</td>
<td>70</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>3</td>
<td>DR -- DR</td>
<td>70</td>
<td>74</td>
<td>80</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>MR -- MR</td>
<td>60</td>
<td>67</td>
<td>60</td>
<td>62</td>
</tr>
<tr>
<td>5</td>
<td>DS -- MS</td>
<td>60</td>
<td>54</td>
<td>60</td>
<td>58</td>
</tr>
<tr>
<td>6</td>
<td>DR -- MR</td>
<td>37</td>
<td>44</td>
<td>47</td>
<td>43</td>
</tr>
<tr>
<td>7</td>
<td>DS -- DR</td>
<td>27</td>
<td>40</td>
<td>44</td>
<td>37</td>
</tr>
<tr>
<td>8</td>
<td>DS -- MR</td>
<td>30</td>
<td>40</td>
<td>47</td>
<td>39</td>
</tr>
<tr>
<td>9</td>
<td>MS -- MR</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>10</td>
<td>MS -- DR</td>
<td>47</td>
<td>23</td>
<td>50</td>
<td>40</td>
</tr>
</tbody>
</table>

The results indicated several points of interest. First of all, the percent correct identification was above chance level for direct vs. direct and mobile vs. mobile recording (DS Vs. DS = 68%, MS Vs. MS = 64%, DR Vs. DR = 75%, and MR Vs. MR = 62%). Of these, DR Vs. DR condition had highest percent correct identification. The results are not in consonance with the results of Luck [15] who used cepstral measurement and reported error rates of 6% to 13%, Wolf [8] who used F0, features of vowel and nasal consonant spectra, estimation of glottal source spectrum slope, word duration, and voice onset time and reported 2% error rates, Atal [1] who examined the temporal variations of pitch in speech as a speaker identifying characteristics in 10 speakers and reported a percentage of correct identifications of 97%. However, it is in consonance with the results of Atal [17] who determined twelve predictor coefficients in 10 speakers and reported that the cepstrum was found to be the most effective parameter, providing an identification accuracy of 70% for speech 50 msec in duration, which increased to more than 98% for a duration of 0.5 sec. Using the same speech data, the verification accuracy was found to be approximately 83% for a duration of 50 msec, increasing to 98% for a duration of 1 sec.
using ceptrum in Hindi male speakers. The reasons for this might be the differences in the language and subjects. In the current study recordings were done in noisy conditions whereas in other studies it was in lab conditions.

Second, high vowels /i:/ and /u:/ had higher percent correct identification compared to vowel /a:/ Vowels /u:/ and /i:/ had higher percent correct identification in direct and mobile recording, respectively. High vowels have higher F0 compared to low vowels. Vowels /u:/ and /i:/ had highest and lowest mean normalized quefrency in direct and mobile recording, respectively in the present study. Quefrency is inversely proportional to F0. The vowels which have highest and lowest normalized quefrencies are identified better than vowel /a:/ which is in between.

Third, percent correct identification increased as the number of speakers decreased. This is in consonance with the results of Hollien [24] who also reported decrease in error rate with increase in the number of subjects Jakkar [21] and Glenn and Kleiner [25]. However, the percent correct identification in their studies was higher.

Conclusions
The present study has contributed to the area of speaker identification. Cepstral measurements quefrency and amplitude can be used if one is comparing DS Vs. DS, MS Vs. MS, DR Vs. DR, and MR Vs. MR. The investigating officers can be educated on the type of recording to be done and the vowels to be recorded. Further, the present study was restricted to Kannada and a specific network (DOCOMO). Future research on other networks and handsets, other Indian languages, disguised conditions, subsets of speakers, non-contemporary samples, and text-independent samples is warranted.

In most of the forensic cases Direct Vs. Mobile recording or Speech Vs reading are encountered. In such cases the results of the present study will throw light on whether speech and reading can be compared and whether Direct Vs Mobile recording can be compared. The investigating officer, while collecting the control recording for comparison, has to keep in mind that the benchmarking obtained in the study was above chance level for similar type of recording environment.
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